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Abstract: The combination of classifiers has been proposeii, we propose an automatic segmentation scheme based on
as a method allowing to improve the quality of recognitios-sycombination of pixel classifications. It is given in six step
tems as compared to a single classifier. This paper descriévaimplification step to reduce the noise, pixel classifceti
a segmentation scheme based on a combination of pixel ctasebtain three classes (background, cytoplasm and nycleus
sifications. The aim of this paper is to show the influence iof all images, a combination of pixel classifications, a neark
the neighborhood information and of the number of classifi@xtraction by using an operation of mathematical morphplog
used in several combination processes. In the first part, aal a colour watershed growing to correctly segment the ob-
detail the ground of our study for a microscopic applicatiojects. The paper is organized as follows: in section 2, we de-
Then, we name the different steps of the new segmentatsanibe the colour segmentation scheme. In section 3, wd deta
scheme. In the third and fourth part, we detail the differetite combination of pixel classifications step. In sectiowd,
rules that can be used to combine classifiers and the classifiive experimental results on the combination of pixel dfass
tions results obtained on colour microscopic images. Binakations schemes with an evaluation method adapted to micro-
we draw a conclusion on the improvement of the quality of tlseopic images. Finally we draw a conclusion on the quality of
segmentation at the end of treatment. the segmentation.

Keywords: classifier combination, segmentation, pixel classi-
fication, colour, microscopy.

2 The segmentation scheme

1 Introduction
The segmentation scheme is given in six steps [1, 2]:

Image analysis in thefield_of I_ung cancer Is a diagnosis ol f O Image simplification: the simplification step consists in
cytopath_ology: The quant.|tat|ve apaIyS|s of polour and_um( a pre-treatment phase with the aim of smoothing the initial
of nuclei coming from microscopic colou.r Images brlpgs 'i?nage to reduce the importance of noise. The produced
thg patholog|st valuable information for diagnosis aasise. image is used to compute the gradient needed in the colour
This analysis can only be performed from perfectly segnen(gy o gpeq step. The growing quality depends greatly on the

objects. The segmentation of thg bronchial cells is a d'ﬁicgradient image. This smoothed image is also used as input to
task because the mucus presentin the background has the $amfiyo| classification step in order to reduce the classifie

aspect as some ceII_s (cytoplasm_, nucleus) in the SettlrﬂIﬁOfgensitivity to the presence of noise (see in [9] for moreitita
international coloration of Papanicolaou. Our last works2]

showed that an unsupervised or supervised pixel classificat

brings satisfactory results but that a combination of pokes- O Pixel classification: the classification step consists in
sifications might improve our segmentation. Several studgetermining for each pixel of the image, a class among
[3, 4, 5, 6, 7] shown that this technique has became more &adkground, cytoplasm or nucleus. To realize this classifi-
more used to improve the quality of recognition systems gation, we have used several unsupervised classifiers using
several applications and notably in medical systems [8f Ta Hierarchical Ascendant Classification (based on K-means
difficulty to affirm the superiority of a classifier in relatio or Fisher) [1] and supervised classifiers (Bayes, KNN, SVM,
to another brings us to couple several classifiers simultaMiP) using a learning data base that was built from four
ously. It enables to use their complementarity and to irsgeamages segmented by an expert in cytopathology [2].

the quality of recognition of our segmentation system.Ts th



O Combination of pixel classifications: this step permits x

to increase the recognition rate of objects. To this aim, we g
use the complementarity which can exists between several mt ¢ o
classifiers. We combine by different methods the pixel "“ “-fb.. e
classifications produced in the previous step. In this paper * . : .
give a detailed description of this step by presenting sdver . ," S . B K
combination schemes. S » e

. - e

O Marker extraction: with the image produced in the .”
previous step, a pixel subset is recognized as belonging to - .
the cytoplasm or the nucleus, this subset correspondsdo tru a .
markers. The marker extraction is based on mathematical (a) Initial image.
morphology operations which consists in a variable number
of erosions on the level of the boundaries according to the
marker type.

O Colour watershed: from the markers previously extracted
and the smoothed image, a watershed performs a growing
using image colour information. The obtained regions corre
spond to the cytoplasms and nuclei [10].

O Evaluation: our evaluation method is based on an im-
proved classification rate and is adapted to our study. Thwe pr
posed method uses a reference manual segmentation provided (b) Manually segmented image.
by an expert and provides a recognition quality index of the
cytoplasm {dCytoplasm) and of the nucleuslI@ Nucleus)

2.

3 Combination of pixel classifications

3.1 Definition of classifier

A classifier usually designates a recognition tool that jples
class memberships information for a vector received intinpu
This tool can be described by a functienthat with a feature
vectorz of the object to recognize, assign tothe classC;
amongk possible ones:

e:r€R"—- K WithKG{Ch...,Ck} (1)

Moreover, the answers provided by the classifier can be clas-
sified in three categories [5]:

e Class type:e(z) = C;(i € [1,k]), indicates that the
classifier assigned the claSsto x,

e Rank type:e(x) = [r],...,r] wherer is the assigned

rank to the class by the classifier, (d) incoherence zones between the different classifiers
. (yellow).

e Measure typee(z) = [m], ..., m]] wherem? is the mea-

sure assigned to the clasby the classifier. Figure 1: Pixel classification results.



3.2 Importance of the combination step 3.4.1 Untrained combination

Since it is difficult to claim the superiority of classifierse® Classical combination schemes usually combine several
to another, a combination of classifier decisions seemssneétecisions coming from several classifiers, each classifier
sary. The classifiers having not the same opinion of the cl®§gviding class memberships. In the case of pixel classifi-
to be allotted to the same pixel, we were brought to carry oug@tion, this is directly applicable and one can combine the
combination of pixel classifications. The answer provided dlifferent outputs of the classifiers one to another. However
rectly by the pixel classification is of class type. But thyipe dealing with images, the spatial information involved ir th
of output being the one that brings the less information, W&el connectivity is not taken into account while combigin
coupled it to a confidence index to perform the combinati§gveral classifications for one pixel. It is therefore iating

of pixel classifications. Fig. 1(a) presents an initial irmag t0 use not only one single value to describe the output of a
segment, Fig. 1(b) presents the ground truth segmentatibn glassification method but several ones corresponding to all
Fig. 1(c) gives the pixel classification result obtained g tthe classifications obtained for pixels neighbors to thereén
SVM algorithm. Fig. 1(d) shows the superimposition of afine considered. For a neighborhood of sizthe size of the
the pixel classifications from several classifiers. On tigisrie, feature vector associated to one classifier i$30f+ 1) (with

the background is presented in black, the cytoplasm in blée; 0 one recovers the simplest case of only one classification
the nucleus in green, and incoherence zones in yellow. ThB§e Pixel). The combination methods [7] that we use are
incoherence zones show the pixels where all the classifeergethods without training which can be described as follows:
not provide identical opinions on the class to be allotted to

same pixel. If E the set ofn classifiers used, we have = {ey, ..., e, }.
Every classifier associates a cl@ssto an input vector:. We
can thus definé’¢, (z) as the set of classifiers which all asso-
3.3 Confidence index ciate to an input vectar the clas;:

A testing data base was built from four images containing ob- Ec,(x) = {e; € Ele;(z) = Ci} ®)

jects with a wide variability and each image has been man

. . e have clearlyJ {E¢,(z)} = FE since a classifier takes
e o e e P2l one decisionofcss ybe. Withevey () set i
. very ) 9 . 1 € [1, k], one can associate the set of confidence indexes for
ing data base is different of the learning data base). Werobta

. . . i lassifiee; € E¢g,(z). Eachi h
for every classifier, like describes it the following retatj a every classifier; € Fc, (x). Each index corresponds to the

. . ) - : : . confidence given to the classification carried out b as-
confidence indexndez’. This confidence index representg g yethel

the classification quality of the classifigito the class (with Sifier when it as;ouates. tothe class;. Let e, () denotes
; e . the set of these indexes:
i € [1,k]). For a classifief € [1,n], we define:

Io,(z) = {indexjc"’

0 ej € Ec,(z)} (4)

index j

indez; = | .. (2) The setl¢, () corresponds to the respective confidence in-
index; dexes of the classifiers who classify the inpuas being of
classC;. From these sets, we can compute the membership

The confidence index is evaluated by a novel pixel classifi obability ofz to the clasg”; by the following relation.
tion quality index adapted to microscopic images (see in gf‘]

for more details). P(Cilz) = g(I¢c,(x)) 5)

B

whereg is a combination rule among the followings: majority
3.4 Combination schemes vote (MV), minimum (MIN), maximum (MAX), sum (SUM),
average (AV), product (PDT).

A lot of different combination methods can be found in the
literature [7, 3, 6, 5]. In this section, we propose to comepar We can then assign to the pixethe classC}, such as:

several of them to perform the combination of pixel clasaic
tions. P(Cylz) = argrlnax P(Ci|z) (6)

1The authors would like to thank Mr Michel Lecluse and the phibical . L . L
anatomy and cytology department of the Louis Pasteur Hos@itater of 1NiS combination scheme therefore requires no trainingsind

Cherbourg for providing the ground truth reference images. unsupervised.



3.4.2 Trained combination: BKS Two initial mass functionsn; andms, representing respec-
tively the information provided by two independent sources

A trained combination scheme that can be used to comb@amn be combined according to Dempster’s rule [11]:

several classifiers is thBehaviour Knowledge Spa¢BKS) B C Q

method. The BKS rule estimates posterior probabilitiesnfro m(A) = ZB”C:qmll(( Jma( ), ZA#G;

a training set by computing the frequency of each class cor- B

responding to each combination of the classifiers decisionsg s known as theconflict factorand represents the dis-

For ak class problem, when; () denotes the class decisiorrepancy between the two sources. It corresponds to the mass

provided by thejth classifier among the used, the vector of gccorded to the empty set after combinatian,e. K =

all the classifiers decisiong; (), ..., e, (z)) defines a point S prc—g M1 (B)ma(C). The Dempster's combination, also

in a k-dimensional discrete space which is called Behaviokiown as orthogonal sum is written as= m; & mo. After

Knowledge Space (BKS). Each point of the BKS can be coferforming the combination, the decision on the eleméhts

sidered as |ndeX|ng acell. The Ce”, which is the |ntermt|need to be taken to assign the C|as§;’_tmmong the existing

of the classifiers’ deCiSionS, is called the focal pOint. €ach rules of decision, one Common|y used is the maximum of the

cell, the value with the largest number of patterns is esgha-pignistic” probability. This decision rule [12] uses thigpis-

from a training set. The BKS combination scheme assigitstransformation that equally distributes the mass dasext

such a class to an input pattern The BKS can be regardedgo a subset of) among each of its elements. The resulting
as a look-up table that maps the classifiers decision veutior ipignistic probability is then:

a class: it associates the final classification to each cambin A
tion of classifier outputs. The method requires the constmic BetRw, m) = Z M,Vw e (9)
of a large look-up table which cross-references every ptessi WEACO Al
combination of the classifiers decisions. With respect & th . - i
original formulation of this combination method, we weigtit where|A| is the cardinality of, and the decision on the best

the decision according to their confidence index. class to be assigned fis:

C)

w* = Arg {mé%( [BetRw, m)]} . (10)
3.4.3 Dempster-shafer combination

The computation of the intersected image from all initiaj-se”APPlication to unclassified incoherent pixels The informa-
mented ones is realized. A pixel is considered as well cladi§n provided by each classification process.( from each
fied when the class is the same for all segmented imagesCo0r PlaneRG, GIB and REB) is represented by an initial
confusion of classification may remains when a same pixel §a@Ss functionm;);c (rc,¢5,rp) taking into account the un-
longs to different classes. Those kind of incoherent piaets Certainty associated to each color plane. Thus, classeartha
labelled to as misclassified pixels. In such a case, a combi¥gY close according to a particular plane are brought teget
tion of results obtained is realized to reach the final segareri© @ single focal element, is the complement oft; C ©
tion. To perform this step, the theory of evidence is used. With respect td2. From [13],

A= {weq, (11)
Basic principles of the Evidence Theory Let Q = w = Class¢z)|d;(Z,2") < e;d;(z1,27), Y2},
{wi,...,wn} be the set ofV possible classes for the inputor ; ¢ {RG, GB, RB}. #* is the vector to be classified and

vectorz, called théframe of discernmentnstead of narrowing ;- its nearest neighbor (according to a distages; is a con-

its measures t (as the theory of probability does constrainegtant greater than 1, representing the chromatic spedifioat
by its axiom of additivity), tth theory of ewdejgce extend’s Gne planei: the greater the sensitivity on this axis, the greater
the power sef), labeled a™, the set of the™ subsets of the value of;. In particular, ifs; = 1 thenA; = {Clasga1)}

€. An initial mass functionn is then defined fror2” t0 [0, 1] js 4 singleton corresponding to the nearest neighbor. Ttilin

and must satisfy: mass function for the axisis based ond; whose mass takes
into account the distribution of the elements within the4gt

> m(A)=1 et m(@)=0 (7) represented by the mean distance between two of its elements
ACQ The initial mass functiomn; is then defined as follows:

whered is the empty setin(A) quantifies the belief attached mi(A;) = e Pid (12)

to the fact that the search class belongs to the subsgts2 TN 1 AN

(and to none other subset4j. Subsetsi such thain(4) > 0 mi(Ai) = 1 =mi(4i) =mi() (13)

are referred to afocal elements m;(§) = 0.01 (14)



whereq; is a constant an@; = 1/d,.. d... being the max- the whole cell (cytoplasm and nucleus). In the following, we

imum distance betweeri* and the elements od; within the comment our combination results only with these two meth-
RGB color space and s the mean distance between elementsls. For the nucleus recognition, the indexes slightlysase

of A; within this space. Thus, the greaté(i.e., the more the with the growth of the number combined classifiers. For the
elements away the ones from one and all), the lower the meag®plasm recognition, a maxima of the indexes is obtained
A;. for 3 combined classifiers. We conclude that the best recogni-

In order to avoid a total conflict between two sources (9N ©f the whole cell is obtained with combined classifiers.

planes), a constant mass is given to the frame of discernment
The remaining mass is assigned4g

R ————ee e
| E— -

Let mrg, map andmgp be the three initial mass func-
tions. The resulting mass function from the combination of
the three functions is them = mgrg ® map ® mrr Where
@ is the orthogonal sum [11] defined by equation (8). Then,
the final class of* is selected fromn based on the maximum
of the pignistic probability (Eq. 9).

Recognition quality index (%)

4 Experiments results

2 3 4 5 6 7 8
Number of combined classifiers

The images on which we work are microscopic cytology im-
ages of bronchial tumours acquired by a standardized plat-
form. We provided the results of pixel classifications com-
bination obtained on four cytological 24 bits colour imagés
size752 x 574 pixels, each one containing hundreds of cells — \\
and all segmented manually by an expert in cytopathology to -
further assess the recognition quality.

(a) Recognition quality index of the nucleus.

In table 1, we present in order of merit the results of sin-
gle pixel classifications obtained with the best colour spac
further justify the importance of the combination step. The
segmentation of nuclei bringing more information to the ex-
perts, we privilege the recognition quality index of the leus
in relation to the cytoplasm. One can see that the best sesult
are obtained with SVM supervised classification.

Recognition quality index (%)

2 3 4 5 6 7 8
Number of combined classifiers

(b) Recognition quality index of the cytoplasm.
Table 1: Pixel classifications results with the best col@arce

before the combination step. Figure 2: Influence of combination rules according to the hum

Classifier Space IdCytoplasm IdNucleus ber of merged classifiers.
SVM Y Ch1Chs 77.4 % 74.2 %
Bayes Y ChiChy 72.4 % 74.6 % Fig. 3(a) and 3(b) present the neighborhood influence in
k-means Y ChiChy 69.5 % 74.4 % the combination process according to the number of classifie
MLP Y, C, 56.9 % 73 % with the SUM combination scheme. On can state that the nu-
Fisherl  RGB 50.8 % 72.3% cleus recognition is increased by usigr 16 neighbors. The
kNN HSL 79.9 % 70 % cytoplasm recognition is increased or decreased 8vithigh-
Fisher0 I 113 S57.3% 71.9% bors according to the combination rule used. Beyond thés, th
Fisher2  HSL 59.9 % 69.8 % nucleus and cytoplasm recognition decreases. We can con-

clude that the best recognition of the whole cell is obtaifoed

Fig. 2(a) and 2(b) present the different untrained comigi-neighbors with thel best classifiers for the SUM untrained
nation rules according to the number of combined classifiecembination rule.

The classifiers being ordered as candidates for combinationFor the BKS trained combination rule, the recognition de-
cording to their confidence indexes. The majority vote (MVreases while the neighborhood increases. This can be ex-
and sum (SUM) are the methods which gave the best resultgfiained since when the number of classifiers and/or the num-



more powerful than the others (this was already experimen-
tally stated by KTTLER [7]. Table 3 presents the quality index
of the segmentation obtained at the end of treatment. The com
bination step increases the segmentation quality of thdevho
compared to a segmentation with a single pixel classifinatio
taken alone (k-means or SVM algorithms). Fig. 4 presents
the final segmentation with colored boundaries of the object
superimposed.

Recognition quality index (%)

725

Table 2: Clasification combination rates.
IdCytoplasm IdNucleus

0 8 16 2 64

oo nigoous Untrained Comb. (SUM) 78.3% 74.9 %
(a) Recognition quality index of the nucleus. Untrained (?omb. (VM) 78.1% 74.8%
Trained Comb. 78.5% 74.8 %
o Dempster-Shafer Comb. 76.3% 74.7%
770 "/\ ; ™~ ~__
: -\ : Table 3: Final segmentation rate.
~ . IdCytoplasm  IdNucleus
T k-means 72.8% 76.2%
SVM 73.2% 75.8 %
Untrained Comb 76.5 % 76.4 %

0 8 16 32 64
Number of neighbours

(b) Recognition quality index of the cytoplasm.

Figure 3: Influence of neighborhood information.

ber of classes is large, this requires a huge training set to
have a good chance of populating each element of the look-
up table. Additionally the training set has to be a good rep- 3 - ..x
resentation of unseen data otherwise, as in the experiments| ® & -.'o z
of KUNCHEVA [14], BKS will perform well on training data . ®
while performing poorly on the testing data. This is whatwas |g &
stated again by our experiments. Good results are however ob
tained while performing KBS on a single pixel with the three

best classifiers.

For the Dempster-Shafer combination rule, the classifioati

rates are higher than the single classifiers. This comloinati

rule does not use neither the confidence indexes of the $- Conclusion
gle classifiers nor the neighborhood information, howeker t
classification rates are very close to the others combimat{R/

rules_. Th|s_ Seems really promising- taking Into account tgﬁme conflicting predictions between classifiers are piessi
previous criteria into the distance measure might further i

crease the recoanition rate. Moreover this combinatios ra‘nd one has to arbiter among them. Combining multiple pixel
gnition rate. oV ' inatl Yassification (obtained from several inducers) can piiet-
does not need any training set and is totally unsupervised.

ter results than a single pixel classification taken alonigis T
Table 2 resumes the quality indexes of the pixel classifi-why we propose a segmentation scheme of colour images

cation with the used combination rules. The results are vérgsed on a combination of pixel classification. This paper

close but the untrained combination rule using the SUM seesi®ws the improvement of the results by the use of a pixel

Figure 4: Segmented image.

hen using multiple classifiers, combination problems arise



classifications combination and of the neighborhood inBrn{10] O. Lezoray and H. Cardot, “Cooperation of color pixel
tion. The best combination for our application in microsicop classification schemes and color watershed : a study for
imagery consists in using a combination of the 3 best classi- microscopical images|EEE transactions on Image Pro-
fiers with the information of neighborhood (8 neighbors) for  cessingvol. 11, no. 7, pp. 783-789, 2002.

an untrained SUM combination rule. Future works will con-

cern the amelioration of the Dempster-Shafer combinatite r[11] A. Dempster, “Upper and Lower Probablilities Induced
by the integration of the neighborhood information and qual by Multivalued Mapping,”Ann. Math. Statist.vol. 38,

ity indexes for each independant sources (the classifiens). pp. 325-339, 1967.

method is suitable for the segmentation of colour images in a
noisy environment and more particularly to the segmemnati

of cellular objects (Fig. 4 and table 2). We have finally im-
proved the quality of our segmentation by the addition of thi
combination of multiple pixel classifiers step.
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